
International Journal for Research in Engineering Application & Management (IJREAM) 

ISSN : 2454-9150    Vol-03, Issue-10, Jan 2018 

66 | IJREAMV03I103418                 DOI : 10.18231/2454-9150.2017.0078               © 2018, IJREAM All Rights Reserved. 

 

A Feature Based Approach on Tweets for Sentiment 

Analysis by using support Vector Machine 
1
Hemant Deore, 

2
Prof. P. P. Rokade 

1
M. E. Student, 

2
Asst. Professor, Dept. of Computer Engg. Late G.N.Sapkal COE, Nashik, Maharashtra, 

India. 

1
hemant.deore@gmail.com, 

2
prakashrokade2005@gmail.com 

Abstract - opinion mining refers to the use of natural language processing, text analysis, computational linguistics, 

and biometrics to systematically identify, extract, quantify, and study affective states and subjective information. 

Sentiment analysis aims to determine the attitude of a speaker, writer, or other subject with respect to some topic or the 

overall contextual polarity or emotional reaction to a document, interaction, or event. Every day people buy many 

products through online and post their reviews about the product which they have used. These reviews play a vital role in 

determining how far a product has been placed in consumers’ psyche. so that the manufacturer can modify the features 

of the product as required and on the other hand these will also help the new consumers to decide on whether to buy the 

product or not. The use of sentiment analysis is frequently applied to reviews and social media to help marketing and 

customer service teams identify the feelings of consumers. In media, such as product reviews, sentiment analysis can be 

used to uncover whether consumers are satisfied or dissatisfied with a product. 
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I. INTRODUCTION
1
 

In machine learning, support vector machines  are supervised 

learning models with associated learning algorithms that 

analyze data used for classification and regression analysis. 

SVMs can efficiently perform a non-linear classification 

using what is called the kernel trick, implicitly mapping their 

inputs into high-dimensional feature spaces. In our work we 

have developed an overall process of 'Aspect or Feature 

based Sentiment Analysis' by using a classifier called 

Support Vector Machine (SVM) in a novel approach. It is 

proved to  

A. Data collection  

We download an existing twitter data set and retrieves recent 

tweets via twitter API. We download the 2009 dataset via a 

link (now expired) provided by SNAP research group at 

Stanford University (http://snap.stanford.edu). For the 2012 

dataset, we use a python library Tweepy[7] which provides 

the access to Twitter API to retrieve data from Twitter. 

We use the streaming API of Tweepy to get the tweets 

relevant to our task. The API, tweepy. streaming. Stream, 

continually retrieves data relevant to some topics from 

                                                           
 

Twitter’s global stream of Tweets data. The topics we use 

are a list of keywords related to the movie, e.g. “skyfall” and 

“wreckit Ralph” 

The following data fields of each tweet are stored: 

 Tweet Id 

 Username of person who tweeted 

 Tweet text 

 Time of tweet 

We try to filter the noisy tweets by removing duplicates, 

since ads usually have very large amount of retweets. 

However, it is impossible to remove all noisy tweets 

automatically. In practice, we can remove them during the 

manual labeling process. For the 2012 dataset, we can omit 

the filtering step because we already filter it during the data 

collecting process. However, we still need to perform other 

data preprocessing steps. According to our prediction task, 

we need to get the tweets during the movie release. We 

define the “critical period” of the movie as the period 

between two weeks before the release date of the movie and 

four weeks after the release date. We sort the tweets 

according their sent time, and get the tweets sent in the 

critical period for our sentiment analysis task. 

 

https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Text_analytics
https://en.wikipedia.org/wiki/Computational_linguistics
https://blog.algorithmia.com/anaylze-tweets-topic-sentiment-analysis/
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Kernel_trick
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Sentiment analysis 

We train a classifier to classify tweets in the test set as 

positive, negative, neutral and irrelevant. We use Ling pipe 

sentiment analyzer [3] to perform sentiment analysis on 

twitter data. The analyzer classifies the document by using a 

language model on character sequences. The implementation 

uses 8-gram language model accurate because every 

classifier is trained on a collection of data. In this approach, 

two types of datasets are essential. They are training and 

testing sets. Training set is used to train the system in such a 

way that it can detect the opinion expressed in the reviews 

accurately 

II. LITRATURE SURVEY  

A. Opinion mining Technique on Social Media 

Over the internet, not only the large volume of unstructured 

data is available but also the large amount of text is also 

generating day by day in the form of blogs, emails, tweets 

and feedbacks e.t.c.. 

a)  Document level sentiment analysis 

In[3] we consider only a single review about a single topic. 

Supervised and unsupervised learning methods can be used 

for it. In case of forums, blogs comparative sentence may 

appear. It means comparison of two similar type of product 

may possible. 

b) Sentence level sentimental analysis 

Here[3] we find the polarity of each sentence. After that we 

classify it into classes as positive, negative, neutral.  

Advantage- Lies in subjectivity/objectivity classification. 

found to be well suited to cover the image boundaries, but 

there is problem of irregularity of shape and size during 

generation of super pixels. Also there no control over the 

number of super pixels and their compactness. 

c) Phrase level sentimental Analysis 

In we extract the phrase which contains opinion words and a 

phrase level classification is done. This can be advantageous 

or disadvantageous. 

B. A Sentimental Education: Sentiment analysis using 

subjective summarization based on mining cuts 

Sentiment analysis seeks to identify the viewpoint(s) 

underlying a text span; an example application is classifying 

a movie review as thumbs up. or .thumbs down.. To 

determine this sentiment polarity, we propose a novel 

machine-learning method that applies text-categorization 

techniques to just the subjective portions of the document. 

Extracting these portions can be implemented using efficient 

techniques for finding minimum cuts in graphs; this greatly 

facilitates incorporation of cross-sentence Contextual 

constraints. 

a)  Context and Subjectivity Detection 

As with document-level polarity classification, we could 

perform subjectivity detection on individual sentences by 

applying a standard classification algorithm on each sentence 

in isolation. However, modeling proximity relationships 

between sentences would enable us to leverage coherence: 

text spans occurring near each other (within discourse 

boundaries) may share the same subjectivity status, other 

things being equal. 

We would therefore like to supply our algorithms With pair-

wise interaction information, e.g., to specify that two 

particular sentences should ideally receive the same 

subjectivity label but not state which label this should be. 

Incorporating such information is somewhat unnatural for 

classifiers whose input consists simply of individual feature 

vectors, such as Naive Bayes or SVMs, precisely because 

such classifiers label each test item in isolation. One could 

define synthetic features or feature vectors to attempt to 

overcome this obstacle. However, 

We propose an alternative that avoids the need for such 

feature engineering: we use an efficient and intuitive graph-

based formulation relying on finding minimum cuts. Our 

approach is inspired by Blum and Chawla (2001), although 

they focused on similarity between items (the motivation 

being to combine labeled and unlabeled data), whereas we 

are concerned with physical proximity between the items to 

be classified; indeed, in computer vision, modeling proximity 

information via graph cuts has led to very effective 

classification (Boykov, Veksler, and Zabih, 1999) 

b) Cut-based classification 

 
Fig 1. Graph for classifying three items. 

Figure 1 shows a worked example of the concepts in this 

section. Suppose we have n items X1,….Xn to divide into 

two classes C1 and C2, and we have access to two types of 

information: 
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Individual scores indj(Xi): non-negative estimates of each 

xi's preference for being in Cj based on just the features of 

Xi alone; and 

Association scores assoc(xi,xk): non-negative estimates of 

how important it is that _)_ and __( be in the same class. We 

would like to maximize each item's . “net happiness” : its 

individual score for the class it is assigned to, minus its 

individual score for the other class. But, we also want to 

penalize putting tightly associated items into different 

classes. Thus, after some algebra, we arrive at the following 

optimization problem: assign the __s to _and _so as to 

minimize the partition cost. 

B. Prediction of Movie Success using Sentiment Analysis of 

Tweets 

Social media content contains rich information about 

people’s preferences. An example is that people often share 

their thoughts about movies using Twitter. We did data 

analysis on tweets about movies to predict several aspects of 

the movie popularity. The main results we present are 

whether a movie would be successful at the box office 

Twitter, a micro blogging website, now plays an important 

role in the research of social network. People share their 

preferences on Twitter using free-format, limited-length 

texts, and these texts (often called “tweets”) provide rich 

Information for companies/institutes who want to know 

about whether people like a certain product, movie, or 

service. “Opinion mining” by analyzing the social media has 

become an alternative of doing user surveys,  

a).Tweets number vs. Tweet sent time  

We investigate the ratio of “critical period tweets”. It is 

computed by the number of tweets sent in critical period the 

total number of tweets we have. (To save space, we do not 

include the detailed table) For most cases (20 out of 30 

movies), this ratio is more than 50%. We investigate the 

exceptions and there are three main reasons: 

1) The movie name consists of very common words so There 

are a large number of “noisy” tweets. We already try to avoid 

movies like “Up”, but it seems that the but it seems that the 

movie “Year One” still suffers from this problem. 

2) The movie was released in June or December, so we lack 

some of the tweets sent in the critical period. 

3) Some movies are really popular that people talk about 

them even they have been released for more than one month. 

For example, “Ice Age: Dawn of the Dinosaurs” and “The 

Twilight Saga: New Moon”. 

b) Data pre-processing 

Since we have huge amount of data, we process them using 

distributed computing techniques. We further filter the data 

and get the tweets talking about movies via regular 

expression matching. The goal of our data preprocessing 

consists of two major parts: 

Part I, we need to get the information related to our 

Prediction task. 

Part II, we want to convert the data to the format required by 

the input of our sentiment analysis tools (or extract the 

features required).  

Data preprocessing is a great challenge in our task due to the 

data size. In the 2009 dataset, we deal with around 60GB of 

raw data. In the 2012 dataset, we have around 1GB of raw 

data. So it’s important that we use big-data analysis 

techniques. After we obtain the tweets related to 30 movies, 

we store them separately in 30 files. Then we sort them by 

the date the tweet was sent, and further get the tweets sent 

two weeks before and four weeks after the release date of the 

movie.(We will refer to this period as “critical period” in 

Section 4) These tweets reflect the sentiment people have 

III. PROPOSED SYSTEM 

 

Fig. 2 Proposed System 

In Proposed system we are implementing we give input of 

standard twitter Dataset all tweet sentence then we 

implementing preprocessing on that dataset in preprocessing. 
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Removing Stop word. Then store in Data Base then process 

on data find positive and negative tweet. Show on output. 

two terms are closely interrelated; in fact opinion mining is 

used in the process of sentiment analysis. It is so necessary to 

determine the extent of positivity or negativity in a sentence 

because when a user is expressing his/her views through a 

review, she/he may specify both the positive and negative 

things what s/he experienced from that product. 

IV. CONCLUSION 

In this manuscript we have proposed a new way of using 

SVM as a classifier and it is proved to be an effective 

method to find users' perception about a feature and product 

also. We proposed a novel way of resolving the problem of 

negation that usually appears in any review. We examined 

the relation between subjectivity detection and polarity 

classification, showing that subjectivity detection can 

compress reviews into much shorter extracts that still retain 

polarity information at a level comparable to that of the full 

review Opinion mining is the process of detecting whether a 

user perception is positive or negative or neutral, whereas 

sentiment analysis is the process of extracting and analyzing 

the given data to determine the extent of positivity and 

negativity present in the expressed opinion. 
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