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Abstract With the increasingly widespread use of computers And the Internet in India, large amount of information in different 

languages are becoming available on the web. Information on the internet may seem limitless. Therefore translation becoming an 

urgent need in the Indian context .So in this paper we will present an idea that will help us to improve the information flow. 

Implementation of efficient language detection and translation application will solve this language barrier problem. Using this 

Language detection and translation application, we can identify the language of the text which provide information to potential 

readers and therefore improve the flow of ideas. This translator provides instant translations between different languages. With 

this translator, we hope to make information universally accessible and useful, regardless of the language in which it’s written. In 

this paper, we discuss the N-gram approach and Statistical Machine Translation. 
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I. INTRODUCTION1 

One of the most important advances of our time is 

experienced in the field of communication. The most 

important thing of communication is the language that is 

considered to remain away from these advances. The 

language problem is one of the most important problems to 

be solved on each passing day in the globalized world. 

Despite increasing in the amount of available documents, 

unfortunately, there is no opportunity to use the language of 

unknown documents. In order to make available sources of 

information more useful, language identification and 

language comprehension have significant duty. So, language 

identification is the first step of understanding the language. 

As the web grows, language identification and its translation 

in general is becoming an important issue. Web 

environment provides enormous amount of documents, 

often in the other languages which is not known to the user, 

which makes the task of identification uneasy. N-gram 

based approach, which is the basic method for text 

categorization, could be used with slight modifications to 

perform language detection. The main purpose of the 

system is to identify the language of the text uploaded by 

the user and translate it to the user desired language. It will 

help the researchers, student, and teachers to study the 

topics thoroughly. Translation is the communication of the 

meaning of a source-language text by means of an 

equivalent target-language text.  

 

 
 

In our study, we focus on the identification of document 

based language. Language identification approaches are 

divided into two methods: linguistic methods and 

statistical methods. Linguistic method which is approach 

in language identification estimates the language in the 

documents according to the grammar rules belonging to 

languages. The document based approach in language 

identification, one of the linguistic method estimates the 

language according to the rules of grammar in language 

documentation. It makes searching according to the 

frequency of searches for words in the document and 

makes scoring them. The availability of the automated 

translation system makes it possible to translate an entire 

corpus into a new language. This paper shows that it is 

effectively feasible if input text is having maximum 

characters. The quality  of the translation depends on the 

amount of manually transcribed data used for training the 

automatic machine translation(MT) component. 

In this work, we propose a statistical machine translation 

model that automatically converts the original form of text 

to the desired language form, which in turn are used for 

building more efficient translation application. 

 

II. RELATED WORK 

To express language statistical, the order of letters, the 

presence of certain keywords, frequencies of short words (a 

combination of presence) is decisive and each language is 

represented its descriptive features .For it is extracted from 

the languages features and for this n-gram feature extraction 

method is used. Using these features in the form of a feature 
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vector representation of documents is one of the most 

widely used methods. The purpose of this study, to date, 

comparison of accuracy rate of the language identification 

approach based on classification methods, and so, reveal the 

most appropriate methods. Preprocessing and extracting 

features processes are the first step to identify languages. 

III. APPLICATION FLOW 

 

 
 

Figure  1. Flow of system 
 

Module 1: Inputting the text document to the Application 

User gives the text document as a input to the Application 

& choose the target language in which he wants to convert. 

 

Module 2: Analysis of Text Document 

Application will process the document & it will calculate 

the language profile needed to identify the language. 

 

Module 3: Identification of Languages 

The language profile calculated by the Module 2 is used to 

identify the language of the text. 

For this, we will use the N-Gramm Approach. 

 

Module 4: Translation of the Text document. 

It will translate the text document to the desired language as 

per the user’s input given to the system. 

IV. METHODOLOGY, TECHNIQUES AND ALGORITHMS 

4.1 N-Grams Approach 

An N-gram is an N-character slice of a longer string. 

Although in the literature the term can include the notion of 

any co-occurring set of characters in a string (e.g., an N 

gram made up of the first and third character of a word), in 

this paper we use the term for contiguous slices only. 

 

Typically, one slices the string into a set of overlapping N-

grams. In our system, we use N-grams of several different 

lengths simultaneously. We also append blanks to the 

beginning and ending of the string in order to help with 

matching beginning-of-word and ending-of-word situations. 

(We will use the underscore character (“_”) to represent 

blanks.) Thus, the word “TEXT” would be composed of the 

following N-grams: 

bi-grams: _T, TE, EX, XT, T_ 

tri-grams: _TE, TEX, EXT, XT_, T_ _ 

quad-grams: _TEX, TEXT, EXT_, XT_ _, T_ _ _ 

Fig 2. Comparison between unknown text and one of 

languages 

 

In general, a string of length k, padded with blanks, will 

have k+1 bi-grams, k+1tri-grams, k+1 quad-grams, and so 

on. The key benefit that N-gram-based matching provides 

derives from its very nature: since every string is 

decomposed into small parts, any errors that are presented 

to affect only a limited number of those parts, leaving the 

remainder intact. If we count N-grams that are common to 

two strings, we get a measure of their similarity that is 

resistant to a wide variety of textual errors. 

 

Figure 3.A common architecture of an n-gram extraction 

framework 

 



International Journal for Research in Engineering Application & Management (IJREAM) 
Vol-01, Issue 03, Jun 2015. 

 

INJRV01I03005 www.ijream.org      © 2015, IJREAM All Rights Reserved. 

3 

3 

In Figure 1, we see a common architecture of an n-gram 

extraction framework. This framework usually includes:  

1) Document parsing – it parses terms from input 

documents.  

2) Term pre-processing – in this phase, various 

techniques like stemming and stop-list are applied for 

the reduction of terms.  

3) N-gram building and pre-processing – it creates an 

ngram as a sequence of n terms. Sometimes, n-grams 

are not shared by text units (sentences or paragraphs). It 

means, the last term of a sentence is the last term of an 

n-gram and the next n-gram begins by the first term of 

the next sentence.  

4) N-gram extraction – the main goal of this phase is to 

remove duplicate n-grams. The result of this phase is a 

collection of n-gram types with the frequency enclosed 

to each type.For example, n-gram types with a low 

frequency are removed. Evidently, it is not appropriate 

to apply this post-processing in any application. It can 

be used only when we do not need these n-gram types 

which is not our case. 

 5) N-gram indexing – a common part of such a framework 

is n-gram indexing. A data structure is applied to speedup 

access to the tuple ngram, id, frequency, where ngram is a 

key; it means the ngram is an input of the query and id and 

frequency form the output. This solution is usable for 

Boolean or Vector models. Although, it is necessary to 

create other data structures for specific document and query 

models, we must always consider this global storage of the 

tuples for the whole document collection. Existing 

techniques of the n-gram extraction suppose only external 

sorting algorithms. These methods must handle a high 

number of duplicate n-grams which are removed after the 

frequency is computed. It results in high time and space 

overhead. In this article, we show a time and space efficient 

method for the n-gram extraction; we do not consider 

various methods of document parsing, term pre-processing, 

and n-gram building and pre-processing. We show that we 

can use data structures well known in the area of database 

management systems  and physical database design for this 

purpose. In this way, we utilize the same data structures for 

the n-gram indexing and the n-gram extraction. 

Additionally, we show a high scalability of our method; it is 

usable for large document collections including up-to 109 n-

grams regardless the amount of the main memory. 

4.2 STATISTICAL MACHINE TRANSLATION 

 

Statistical MT models take the view that every sentence in 

the target language is a translation of the source language 

sentence with some probability. The best translation, of 

course, is the sentence that has the highest probability. The 

key problems in statistical MT are: estimating the 

probability of a translation, and efficiently finding the 

sentence with the highest probability. 

We suppose that the sentence f to be translated was initially 

conceived in language E as some sentence e. During 

communication e was corrupted by the channel to f. Now, 

we assume that each sentence in E is a translation of f with 

some probability, and the sentence that we choose as the 

translation (ˆe) is the one that has the highest probability. In 

mathematical terms [Brown et al.,1990], 

 

 
Intuitively, P(e|f) should depend on two factors: 

1. The kind of sentences that are likely in the language E. 

This is known as thelanguage model — P(e). 

2. The way sentences in E get converted to sentences in F. 

This is called the translation model — P(f|e). 

 

Figure 4. The Noisy Channel Model for Machine Translation 

 

Since f is fixed, we omit it from the maximization  

& we get following equation, 

 
 

Thus, statistical translation requires three key components: 

1. Language model 

2. Translation model 

3. Search algorithm 

V. CONCLUSION 

This paper introduced a translation approach to language 

modelling. Specifically we used n-gram approach model to 

detect an input text and using statistical machine translation 

input text is translated into desired language. 

The tools and methodologies which are developed are can 

be used to develop a translation system that translates 

English to other morphologically rich languages. In future, 

advancement of this system lies in integrating with speech 

recognition systems. 
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