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Abstract— One of a powerful application in the age of cloud computing is the computation outsourcing  which makes 

cloud computing a very powerful computing paradigm, where the customers with limited computing resource and 

storage devices can outsource the sophisticated computation workloads into powerful service providers, and use the 

unlimited computing resources in a pay-per-use manner. Despite these benefits, the outsourcing paradigm also inevitably 

suffers from some new security challenges due to untrusted cloud servers. This paper covered the latest samples of recent 

advances in the secure computation outsourcing methods for optimization and linear algebra tasks and security 

challenges in outsourcing computation. We implemented studied samples schemas on the customer side laptop and using 

AWS compute domain elastic compute cloud (EC2) for the cloud side and use these implemented result for comparison 

between the studied schemes. We then provide a list of open challenges in the area. 

Keywords— Secure scientific computation outsourcing; Verifiable computing linear algebra; Secure optemaization problem . 

I.  INTRODUCTION 

Cloud computing [1] emerged as a new computing model for 

complex systems with massive-scale services sharing among 

numerous users. Outsourcing is the powerful advantage of 

cloud computing, it makes cloud computing a very powerful 

computing paradigm, where the customers with limited 

resources and constrained devices can outsource the complex 

computation workloads into untrusted cloud servers and enjoy 

the unlimited computing resources in a pay-per-use manner. 

Despite the tremendous benefits, because customers and cloud 

are not necessarily in the same trusted domain brings many 

security concerns and challenges toward this promising 

computation outsourcing model [2]. First, customer’s data that 

are processed and generated during the computation in cloud 

are often sensitive in nature, such as business financial 

records, proprietary research data, and personally identifiable 

health information, etc. While applying ordinary encryption 

techniques to these sensitive information before outsourcing 

could be one way to combat the security concern. It also 

makes the task of computation over encrypted data in general 

a very difficult problem [3]. Second, since the operational 

details inside the cloud are not transparent enough to 

customers [2], no guarantee is provided on the quality of the 

computed results from the cloud. The theoretical computer 

science community has devoted considerable attention to the 

problem of how to securely outsource different kinds of  

 

 

expensive computations. Generally, we can view any 

mathematical optimization and linear algebra computation 

task as a function F : D → M on a domain D such that F(D) ⊆ 

M. Given any x ∈ D, the goal is to compute F(x). In the 

outsourcing paradigm, an honest but resources-contained 

client C wants to delegate the computation task F(x) to a cloud 

server S that is not fully trusted by C. Firstly, C may outsource 

the encoding of F and x to C (that is, the information about F 

and x should be kept a secret to S in some scenarios). 

Secondly, C returns the computation result based on the input 

(note that the output is not F(x)). Finally, the client C 

efficiently verifies that the output provided by S is valid and 

then computes the final result F(x) by himself. This paper 

mainly discusses the literature that focuses on issues of secure 

outsourcing mathematical optimization and linear algebra 

computation task. The paper is organized as follows. In 

Section 2, we introduce some secure challenges in outsourcing 

computation. In Section 3 we discuss some of related work to 

secure outsourcing computation with summary of comparison 

results. Finally, Section 4 is the conclusion of the study and 

future directions. 
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II. SECURE CHALLENGES IN OUTSOURCING 

COMPUTATION  

 The outsourcing of expensive computations to untrusted 

cloud servers are getting more and more attentions in the 

scientific community. However, on the other hand, the shift 

from local to remote storage and loss of control over the 

outsourcing computation raises new challenges. Some new 

security challenges are: 

• The secrecy of the outsourcing computation: The cloud 

servers should not learn anything about what they are 

actually computing (secret input & output result). 

• The checkability of the outsourcing computation: The 

semi-trusted cloud servers may return some invalid results 

so that the client should have the ability to detect any 

failures if the cloud servers misbehave. 

• The efficiency of the outsourcing computation. That is, the 

outsourcing protocols should not require multiple rounds of 

interactions between the client and servers. 

III. RELATED WORK  

Many works have been done in the framework of secure 

outsourcing within the scope of many research areas. Gennaro 

et al. [5] first formalized the definition for secure outsourcing 

computation which consists some verifiable computation 

scheme (KeyGen, ProbGen, Compute, Verify) and presented a 

milestone theoretic framework for secure outsourcing arbitrary 

computation functions. The framework mainly uses two 

building blocks of garbled circuit [6] and fully homomorphic 

encryption [7]. Atallah et al. [8] presented a framework for 

secure outsourcing of scientific computations such as matrix 

multiplications and quadrature. Gennaro et al., Golle et al. and 

Hohenberger et al. [5, 9, 10] introduce four kinds of 

adversarial models for secure outsourcing computation. The 

secrecy can be achieved by means of special encryption or 

disguise, but how it can efficiently verify the computation 

results. For that there are three approaches: The first one is 

suitable for the verification itself which is not involved in any 

expensive computations, i.e. inversion of one-way function 

class of outsourcing computations [11, 9], the client can 

directly verify the result since the verification is just 

equivalent to compute the one-way functions. The second 

approach is that the client uses multiple servers to achieve 

verifiability [10]. That is, the client sends the random test 

query to multiple servers and it accepts only if all the servers 

outputs give the same result. Trivially, the approach can only 

ensure the client to detect the error with probability absolutely 

less than 1. The last approach is based on one malicious server 

and might leverage some proof systems [4]. Obviously, an 

essential requirement is that the client must verify the proofs 

efficiently. Xiang et al. [12] they proposed a verification 

scheme involving approximate Karush-Kuhn-Tucker (KKT) 

conditions with the ε−KKT point. This scheme does not 

involve any cryptographic tools and thus is efficient and 

effective. The framework for secure outsourcing of scientific 

computations first analyzed and presented by Atallah et al. [8]. 

Benjamin and Atallah [13] proposed some protocols for secure 

outsourcing linear algebra computations. However, it required 

the expensive operations of homomorphic encryptions. The 

efficient mechanism was proposed by Wang et al.[14] for 

secure outsourcing computations of linear programming. 

However, the solution requires (nρ) for some 2 < ρ ≤ 3 time 

computational. Some other works [15] also used Shamir’s 

secret sharing to perform homomorphic computations over the 

cloud. Trivially, the protocols based on secret sharing require 

at least two non-colluding servers. Seitkulov [16] proposed 

other ways of verified disguise that solve abstract equations, 

Cauchy with secret parameters and boundary value problems 

of secret boundary condition issues. Recently, Wang et al.[17] 

proposed a secure outsourcing mechanism for solving large-

scale systems of linear equations based on the iterative 

methods. Nie et al. [18] proposed an efficient secure 

outsourcing algorithm using sparse matrix for large-scale 

systems of linear programming, this algorithm only requires 

O(n2) time computational. Also, the client C can detect the 

misbehavior of cloud server S with probability 1 under the 

computational complexity of O(n).  Zhou and Li.[19] designed 

a protocol for computations outsourcing of large-scale 

quadratic programming to cloud, also developed techniques 

that enable the customer to protect the sensitive input/output 

information by transforming the original quadratic 

programming into some encrypted form, moreover used 

 
Fig 1. Verifiable Computation on Outsourced Data 
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Karush-Kuhn-Tucker (KKT) conditions to verify the result. 

Salinas et al. [20] design a low complexity matrix 

transformation scheme that protects the private data in a 

quadratic programming, then they proposed algorithm to solve 

the transformed quadratic programming at the cloud.

                                          Table 1. Summary of most important researches 

S.no Title Remark limitations 

1 Li et al. [36]. 

This scheme is efficient and publicly verifiable 

it allows the clients to verify the correctness of 

returned results by using the public key. and it 

proved to be secure and correct. 

Same matter in [24] because the 

computation result ought to belong to a 

polynomial size domain. 

2 
Li and Atallah 

[21]. 

Series of interactive cryptographic protocols 

collaboratively executed in each iteration step. 

(Simplex Algorithm) 

Cannot be done for non-linear optimization 

problems. 

3 
Benjamin and 

Atallah [13]. 

Addressed the problem of secure outsourcing for 

widely applicable linear algebra computations. 

The proposed protocol required the expensive 

operations of homomorphic encryptions. 

4 
Atallah and 

Frikken [22]. 

They improved protocols for linear equation and 

linear programming based on Shamir’s secret 

sharing. 

This schema requires multi-round interactions 

between the customer and cloud server and e 

protocols based on Secret sharing require at 

least two noncolluding servers. 

5 Wang et al.[14] 

Secure outsourcing of linear programming 

computation schema was proposed it based on the 

problem transformation.( More efficient) 

The solution requires (n
ρ
) for some 2 < ρ ≤ 3 

time computational.( Problem-specific, less 

security) 

6 
Fiore and 

Gennaro[23] 

Proposed an outsourced matrix multiplication 

scheme based on the pseudorandom functions 

(PRF). The client can verify the correctness of 

the result by using the secret key. 

The client is required to precompute a tag for 

each column victor of the matrix which can 

be inefficient. 

7 
Wang et al. 

[17]. 

A secure outsourcing scheme based on the 

iterative methods was proposed for solving large-

scale systems of linear equations.( More secure 

and general) 

It would be impractical because it requires 

multi-round interactions between the 

customer and cloud server.( Inefficient) 

8 

Zhang and 

Safavi-Naini 

[5]. 

Proposed a matrix multiplication scheme based on 

multilinear maps and the property of prfs. 

The scheme requires client computing a 

multitude of tags before outsourcing the 

computation which may degrade the 

efficiency. 

9 
Zhang J. et al. 

[25]. 

They Proposed efficient scheme for secure 

outsourcing of linear algebra based on fully 

homomorphic encryption.  

This schema requires high computation. 

10 Li D et al. [26]. 

They constructed a new efficient matrix 

encryption scheme. Then exploit this encryption 

scheme to develop an algorithm which can 

implement outsourcing storage and computation 

for large-scale linear equations in the semi-

honest setting. 

Computation of solve (1.5knM + nM). 
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IV.  SECURITY ANALYSIS, COMPARISON AND 

DISCUSSION 

The large-scale problem-specific outsourcing, such as (linear 

equation system (LES), linear programming (LP), nonlinear 

programming (NLP) and QP (quadratic programming) 

outsourcing, usually use random affine mapping to transform 

the original computation problem to take on an encrypted 

form, which can then be outsourced to an untrusted public 

cloud for solving. When performing the affine-mapping, the 

most costly computation is the multiplication of matrices. We 

studied security treatment of secure computation outsourcing 

of above problems and analysis some proposed methods  for 

matrices multiplication which they are used, we briefly 

summarize performance speed-up for different schemes in 

table 2,  and categorize existing solutions of large-scale 

secure computation outsourcing by evaluated performance 

computational task and comparing the encryption/decryption 

or transformation overhead as well as task verification cost to 

computation overhead of performing the original task. 

Because of the original motivation of outsourcing large-scale 

computation, performance speed-up is a necessary 

requirement for outsourcing schemes.  The customer side 

devices usually have limited physical memory and weak 

computing power. While the computation problems(LES, LP, 

NLP, QP) to be outsourced usually have very large inputs that 

are expressed in basic mathematical objects such as matrices. 

So in this paper, we experiment some algorithms(Atallah 

[38], Atallah [22], random matrix disguising (RMD) [14], fast 

matrix disguising(FMD) [37], and Benjain [13]) and compare 

between them according to memory requirement.  It can be 

seen from Table 2 and Figure 2, for the majority of matrix 

dimensions (n) FMD algorithm runs faster than RMD  and 

Atallah[38]  algorithms. But FMD algorithm is slower than 

Atallah96 algorithm when the matrix dimension increases to 

ten thousand. This is because Atallah[38] algorithm generally 

consumes less memory( handle the matrix in physical 

memory), while FMD1(difference size of virtuel memory) 

algorithm begins to utilize virtual memory. However, when 

all the schemes begin to use virtual memory, FMD algorithm  

is still the fastest. And if we decrease the security level of the 

matrix dimension n, FMD algorithm will always outperform 

Atallah[38] algorithm. Atallah[22] and Benjain algorithms 

are two outsourcing methods. Suppose the outsourcing 

environments provide unlimited bandwidth and 

computing/memory resources, we only measure the time 

consumption on the customer side. It is clear that Atallah [22]  

algorithm and Benjain algorithm demand more memory than 

other methods and will exhaust physical memory when they 

try to disguise matrices whose dimensions are large. 

 
Figure 2. Comparison between [13],[14],[22],[37],[38] algorithms.

 

Table 2. Summary comparison of most important algorithm for outsourcing. 

 

Algorithm Task 
Encryption Task Verification 

Deception time time time 

Wang et al.[17] 

System of linear equations 

O(n(i + n)) 

O(n
ρ
) 

O(n
2
) 

O(n(i + n)) O(ln
2
) 

Chen et al.[27] O(n
2
) O(n

2
) 

Chen et al.[28] O(λn) O(n
2
) 

Benjamin and Atallah 

[13] 

Matrix multiplication 

O(n
2
) O(n

ρ
) O(n

2
) 

Atallah and 

Frikken[22] 
O(t

2
n

2
) O(tn

ρ
) O(n

2
) 

Lei et al.[29] O(mn + ns + ms) O(msn) O(msl) 

Mohassel [30] O(n
2
) O(n

ρ
) O(n

2
) 

Zhang and 

Blanton[31] 
O(mn + ns + ms) O(msn) O(ms) 

Fiore and 

Gennaro[23] 
O(n

2
) O(n

ρ
) O(n

2
) 

Lei et al.[32] Matrix inversion O(n
2
) O(n

ρ
) O(n

2
) 
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Duan et al.[33] 
Nonnegative matrix 

factorization 
O(max(m,n)

2
) O(imnr) O(mnr) 

Zhou and Li[34] Matrix Eigen decomposition O(n
2
) O(ln

2
) Ω(n

3
) 

Zhou and Li[34] Singular value decomposition O(n
2
) O(ln

2
) O(n

3
) 

Lei et al.[35] Matrix determinant O(n
2
) O(n

ρ
) O(ln

2
) 

Table 2. Summarizes performance speed-up for different 

algorithms for computation outsourcing. For example, in 

some algorithms the transformation uses a random matrix 

for hiding the original data. Client’s computation is 

dominated by several matrix additions and matrix-vector 

multiplications. 

Notation used in Tables 1 and 2 : 

n: The number of columns in the first non-square matrix. 

m: The number of rows in the first non-square matrix. 

s: The number of rows in the second non-square matrix. 

t: Secret sharing threshold. 

ρ: The power in the asymptotic complexity of matrix 

multiplication. 

l: The number of iterations in the verification process. 

i: The number of iterations needed in the computation. 

λ: The upper bound on the number of non-zero elements in   

 each matrix row. 

 r: Dimension parameter for matrix factorization. 

p: The number of rows in the constraint matrix for  

optimization problems. 

V. CONCLUSION AND FUTURE DIRECTIONS 

The survey critically investigates different security 

frameworks proposed for the secure outsourcing 

computation. This paper presented the research related to 

secure outsourcing computation systems along with their 

weaknesses and drawbacks. Outsourcing computation is a 

fruitful and long-standing research topic in the academic 

community. With the development in this field, we believe 

that more and more researchers will focus on this interesting 

topic. In the following, we present our future directions in 

secure computation outsourcing. 

• Design efficient algorithm which only requires one 

round of interaction between the server and the client to 

obtain 

• Securely outsourcing the cryptographic operations by 

only using an untrusted server. 

• Find some more efficient algorithms which can still 

achieve the strongest security notions. 

• Efficient solution to solve this problem of detecting the 

misbehavior of an untrusted server in the multiple results 

of outsourcing computations by using some new 

primitives, such as verifiably searchable encryption. 
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