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Abstract— In the field of natural language processing there are many problems faced by the researcher and one of them 

is part-of-speech tagging (POS). In the application of natural language processing like question answering system, text 

summarization, anaphora resolution and many more the POS tagging is most important and the useful for the language 

understanding. Part-of-speech (POS) tagging is defined as to assign a correct tag to the sentence or word. POS tag 

include the noun, pronoun, verb, adverb, conjunction and so on. 

 This paper present for the design of the part-of-speech tagging for the Marathi. The POS tagger for English is easily 

available for the tagging of the data but for Marathi the appropriate tagger is not available. This paper focuses on the 

development of the POS tagger for the Marathi to assign the correct tag to the word. This paper is domain specific it is 

based on the children’s stories. This POS tagger gives the 67% correct tag of words in Marathi. 
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I.  INTRODUCTION  

POS tagging is defined as to assigning correct tag to the given 

word. The POS tagging is the difficult task for Marathi. There 

are vast variety of text data available in Marathi and hence 

there is need to sort out it. POS tagging is one of the most 

important thing in the linguistic to understanding the natural 

language. In English we can easily tagged the word using 

POS tagger defined for the English but to tagging the word 

the POS tagger not available for the Marathi. Because of the 

ambiguity of the Marathi language there is big problem to tag 

the word properly. Hence we have design the POS tagger 

with the help of shallow parser (IIT-Hyderabad). But there is 

also problem with these parser some words are not tagged 

properly. To the development of the POS tagger we have 

used the shallow parser to find out the tag of the word but 

there is also a problem with the Marathi language, some 

words are not correctly tagged by the shallow parser.  

There are various approaches for the POS tagger like rule 

based tagger, statistical tagger, hybrid tagger etc. The rule 

based tagger is based on the hand written rule and the 

statistical tagger is based on the probability and the frequency 

and the hybrid tagger is based on the combination of both the 

tagger. For designing the POS tagger we have used the tag set 

from developed by IIIT Hyderabad [1]. 

A. Issues or challenges of the POS tagger: 

There are some issues in POS tagging of Marathi because of 

the ambiguity of the language there is problem to 

understanding to the system. We have use the shallow parser 

to understand the tag of the word but it is not given correct 

tag for the word. 

For ex,   

                        “अकबर/NN आणि/CC णबरबल/NN एकदा/RB 

णिरायला/VM गेले/NNP होते/NNP” 

The above example shows the incorrect tag for the word 

गेले/NNP and होते/NNP. The correct tag for that word is the 

“गेले” as VM and the word “होते” is the VAUX. 

Such types of issues are faced by the researcher now-a-days. 

Hence we trying to develop the POS tagger of Marathi 

language and trying to resolve the ambiguity of the Marathi 

sentences. 

II. LITERATURE SURVEY 

The following table shows the development of POS tagger for 

different languages. Various methods used by the researcher 

and they have faced some issues or challenges while 

developing the POS tagger. They have used the dataset and the 

overall result of the system. 

TABLE I.  LITERATURE REVIEW OF POS TAGGER 

Author,

Year 

and 

Languag

e 

Methods/

Techniqu

e 

Dataset Issues/limitat

ion 

Result 

Patel, C., 

& Gali, 

K. 

2008 

(Gujrati

) [2] 

 

-Machine 

learning 

approach 

-

Condition

al 

Random 

Fields 

(CRF) 

model 

 

-They have 

used 600 

sentences 

in the 

dataset and 

10,000 

words for 

training 

and 5,000 

words used 

for the 

testing. 

-due to 

flexible nature 

of the 

language the 

unknown 

word made 

mistake while 

CRF using the 

features and 

the 

probabilities 

of the tag. 

-While 

using CRF 

the 

accuracy 

of the 

system 

was 92%. 
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Asif 

Ekbal , 

Sivaji 

Bandyop

adhyay 

2008 

(Bengali

) [3] 

 

-Hidden 

Morkov 

Model 

(HMM) 

-Support 

Vector 

Machine 

(SVM) 

-Corpus of 

72,341 

tokens 

trained on 

the POS 

tagger. 

-When small 

amount of 

data has been 

used to 

estimate the 

model 

parameters the 

HMMs do not 

work well. 

-The 

overall 

result of 

the 

Bengali 

POS 

tagger 

using 

HMM and 

SVM is 

91.23%. 

Singh, T. 

D., & 

Bandyop

adhyay, 

S.  

2008 

(Manipu

ri) [4] 

-Machine 

learning 

approach 

-Accuracy 

-They have 

used 3784 

sentences 

containing 

10917 

unique 

words. 

- The noun 

group words 

handling are 

not 

incorporated 

- The Noun-

Adjective 

ambiguity 

disambiguatio

n scheme is 

required as a 

separate 

module. 

 

-The 

accuracy 

of the 

POS 

tagger is 

69%. 

Jyoti 

Singh , 

Iti 

Mathur 

&Nisheet

h Joshi  

2013 

(Marath

i) [5] 

-

Statistical 

Approach 

-Unigram 

-Bigram 

-Trigram  

-HMM 

methods 

-a test 

corpus of 

1000 

sentences 

with 25744 

words. 

-They worked 

on limited 

corpora they 

should 

increase the 

amount of 

data for better 

accuracy of 

the system.  

-The 

results of 

POS 

tagger is 

93.82% 

which is 

impressiv

e rather 

than other 

language 

systems.  

Jyoti,Sin

gh, 

Nisheeth 

Joshi,Iti 

Mathur. 

2013 

(Marath

i) [6] 

-

Statistical 

approach 

-Trigram 

model 

-Accuracy 

-They have 

developed 

test corpus 

of 2000 

sentences 

with 

48,635 

words 

- There are the 

morphological 

complexity of 

the Marathi 

makes it a 

little hard. 

-The 

overall 

accuracy 

of the 

system is 

91.63%. 

Nisheeth 

Joshi, 

Hemant 

Darbari 

 Iti 

Mathur 

2013 

(Hindi) 

[7] 

-Hidden 

Morkov 

Model 

(HMM) 

-Precision 

-Recall 

-F-

measures 

 

-They have 

used 

15,200 

sentences 

with 

3,58,288 

words 

from 

tourism 

domain to 

trained the 

system. 

They should 

improve the  

tagset and 

adding more 

tags for the  

less 

ambiguous 

classification 

of the text. 

-The 

accuracy 

of the 

system is 

92.13% 

on test 

data.  

 

Nita.V. 

Patil 

2018 

(Marath

i) [8] 

 

-HMM 

used the 

Viterbi 

decoding 

algorithm 

-Unigram 

-Bigram 

-Trigram 

They have 

used 

dataset 

consisting 

of 15,000  

sentences 

from news 

stories 

domain  

 

-POS tagging 

is challenging 

task for 

Marathi.  

-The 

overall 

accuracy 

of the 

system is 

86.61%. 

Ajees A 

P, 

Sumam 

Mary 

Idicula  

2018 

(Malayal

am) [9] 

-Stastical 

approach 

-CRF 

Model 

-

Maximum 

entropy 

Markov 

models 

The system 

is trained 

on 23K 

words and 

tested on 

5.7K 

words 

- The 

system 

performs 

with an 

accuracy 

of 91.2% 

on 

test data. 

 

III. PROPOSED SYSTEM 

The proposed system designed for the development of thr 

POS tagger for Marathi language. The tagging of the Marathi 

sentence is the most challenging task for the researcher. Here 

we have used dataset of 5 children stories and doing pre-

processing on it. The flow of the tagger as shown in the Fig. 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Architecture of POS tagger 

A. Input Text: 

In this step we have to read the text input from the children’s 

story. 

B. Pre-Processing: 

In this pre-processing step the sentence and word tokenization 

is done.  

a) Sentence Tokenization: 

Input text  

Pre-Processing 

 

 

 

Sentence Tokenization 

Word Tokenization 

POS tagging 

Apply Shallow Parser 
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The input paragraph is splitted or tokenize into the sentences is 

called as sentence tokenization. For example, 

“अकबर आणि णबरबल एकदा णिरायला गेले होते. चालता चालता 

बादशाह अचानक थाांबला.” 

This is the sentence tokenization wherever (.) is occur it spit 

the paragraph into sentence. 

b) Word Tokenization: 

It is the term which tokenize the sentences into the words is 

called as word tokenization. 

For example,  

“'अकबर',  'आणि', 'णबरबल', 'एकदा', 'णिरायला', 'गेले','होते',  '.'  

'चालता',  'चालता', 'बादशाह',  'अचानक','थाांबला',   '.'” 

The above example shows the word tokenization from 

sentences. 

C. Shallow Parser: 

The shallow parser is used to parsing the sentences of the 

Marathi for understanding language. With the help of it we 

can find out the tags of the word of given input text. We have 

used here IIIT-Hyderabad shallow parser for Marathi. But it 

give incorrect tag for some words.  

For example, 

     “अकबर/NN आणि/CC णबरबल/NN एकदा/RB णिरायला/VM 

गेले/NNP होते/NNP” 

In the above example, the words एकदा/RB, गेले/NNP and 

होते/NNP tagged as incorrectly. The correct tag of this words 

एकदा as QC, गेले as VAUX and होते as VM.  

D. POS Tagger: 

This is the ultimate step of the proposed system which we 

have design. While using the shallow parser we have got 

incorrect tag for the some words of dataset. When we apply 

our tagger on data it gives the better result. For example,  

“अकबर/NN आणि/CC णबरबल/NN एकदा/QC णिरायला/VM 

गेले/VAUX होते/VM” 

The above example of our tagger is correctly identify the tags 

of words. 

IV. CONCLUSION 

To assign the correct tag to the word in Marathi is difficult 

task. Because of the flexibility of the language the tagging 

became more complex for the researcher. Using the shallow 

parser we have compare the tags of the words in Marathi. 

We have worked on the 5 children’s stories for the POS 

tagger. While comparing the shallow parser with our tagger it 

gives the better result than it. The overall result of tagger is 

67% to tag the correct words in Marathi. 
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